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In correlation-based time-of- ight (C-ToF) imaging systs, light sources
with temporally varying intensities illuminate the sceBete to global illu-
mination, the temporally varying radiance received at #wssr is a com-
bination of light received along multiple paths. Recovgritene properties
(e.g., scene depths) from the received radiance requipratang these
contributions, which is challenging due to the complexityimbal illumi-
nation and the additional temporal dimension of the radianc

We propose phasor imaging, a framework for performing fagerse
light transport analysis using C-ToF sensors. Phasor imgaigi based on
the idea that by representing light transport quantitieptessors and light
transport events as phasor transformations, light trabgpalysis can be
simpli ed in the temporal frequency domain. We study theeeffof tem-
poral illumination frequencies on light transport, andwhbat for a broad
range of scenes, global radiance (interre ections andmelwic scattering)
vanishes for frequencies higher than a scene-dependashtiid. We use
this observation for developing two novel scene recovethinigues. First,
we present Micro ToF imaging, a ToF based shape recoveryitpoh that
is robust to errors due to interre ections (multi-path ifiéeence) and vol-
umetric scattering. Second, we present a technique foratamgthe direct
and global components of radiance. Both techniques regaipéuring as

few as3 4 images and minimal computations. We demonstrate the valid-

ity of the presented techniques via simulations and exparismperformed
with our hardware prototype.
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1. INTRODUCTION

Correlation-based time-of- ight (C-ToF) imaging systemnsist

of temporally modulated light sources and sensors with teally
modulated exposures. The brightness measured by the setiser
correlation between the temporally varying radiance iectdn the
sensor and the exposure function. This is illustrated irufedL.
Because of their ability to measure scene depths with higtigion
and speed, these systems are fast becoming the method oé choi
for depth sensing in a wide range of applications. Severalcast
and compact C-ToF systems are available as commodity dgvice
including the Microsoft Kinect and the SoftKinetic sensors

Global light transport in C-ToF imaging: Conventional C-ToF
imaging systems assume that sensor pixels receive lightoe to
direct illumination of scene points from the source. Howgedeie
to global illumination, the sensor receives radiance alsexgral
paths, after multiple re ection/scattering events. Resrovg scene
properties (e.g., scene depths) from the received radiageres
separation of contributions from different paths. This difecult
task due to the complexity of global illumination, and is raaden
more challenging because of the additional temporal difoansf
the radiance.

Phasor representation of radiance Our goal is to develop a com-
pact model for generalized C-ToF imaging, i.e., a model &fdE-
imaging that accounts for full global illumination. To tread, we
make the following observations. If the scene is illumikatéth
sinusoids of a given temporal frequency, the radiance apaiyt
and direction is always a sinusoid of the same frequen®@spec-
tive of the scene. Since all the sinusoids are of the samadrexy,
the frequency can be factored out and the radiance at anygoain
direction can be represented biagle complex number, or pha-
sor. With phasor representation, light transport at each teaipo
frequency can be analyzed separately, thus signi cantiicing
the complexity. Also, since phasor radiance correspondspar-
ticular modulation frequency, it can be captured by a C-Taser
operating at that frequency with only two measurements.

Phasor imaging: Based on these observations, we propose phasor
imaging, a framework for analyzing light transport in C-Tiokag-
ing, using phasor representations of radiance and lightsprart
events. In particular, we analyze the effect of temporajdency
on light transport and show that for a broad range of scenelsaly
radiance decreases with increasing frequency, eventeatlighing
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beyond a threshold frequency. Using this property, we dgvilo
scene analysis techniques:

—Transport-robust shape recovery,
—TFast separation of direct and global radiance.

Transport-robust shape recovery: An important problem faced
by C-ToF based depth recovery systems is the errors caused b
global illumination (interre ections or multi-path intfsrence and
volumetric scattering). These errors are systematic aadesde-
pendent, and can be orders of magnitude larger than themaado
rors occurring due to system noise. This problem has redeivet
of attention recently, with a variety of techniques havirgi pro-
posed to mitigate the errors [Godbaz et al. 2008; Dorringtoal.
2011; Kirmani et al. 2013]. These approaches assume glibpal i
mination to be a discrete sum of contributions along a smatier
(2 3) of light paths. For general scenes, pixels may receive ligh
along several, potentially in nite, light paths. Consenqtlg, these
approaches are limited to scenes with only high frequergiyt li
transport (e.g., specular interre ections).

We present Micro ToF imaging, a technique for recoveringgha
that is robust to errors due to global illumination, and iplajable
to scenes with a broad range of light transport effects. laised
on using high temporal frequencies at which global illurtioa
vanishes, and hence does not introduce errors in the phabe of
received radiance. The term micro refers to the fact that bigh
temporal frequencies are used, which have small (micrapger
Although using high frequencies achieves robustness tmglbu-
mination, the unambiguous depth range is small due to phase a
biguities. Micro ToF uses two (or more) high frequencies stah-
dard phase unwrapping techniques to disambiguate the high f
quency phases, thus achieving robustness to global ilatioim as
well as a large depth range, with as fewfasr measurements

Fast separation of direct and global radianceWe present a tech-
nique for separation of direct and global radiance compisnéne
way to separate the two components (using temporal lightutaed
tion) is to measure the full transient image of the scenedelet al.
2013; Velten et al. 2013]. These approaches, althoughélieally
valid, require prohibitively large acquisition time. Weoshthat it is
possible to perform the separation by capturing dhige measure-
ments at a single high temporal frequen&he proposed technique
can be thought of as the temporal counterpart to the tecarpger
sented by Nayaet al. [2006] which performed separation using
high spatial frequency illumination.

Limitations and implications: We have demonstrated our scene-
analysis techniques by building a hardware prototype based
a low cost C-ToF sensor. Currently, these sensors have tedimi
range of modulation frequencies, which restricts the apfithn of
our techniques to relatively large scale scenes. Howevisrig not

a theoretical limitation. As device frequencies increaskbplut

et al. 2001; Wu et al. 2010; Buxbaum et al. 2002; Schwarte 2004
Busck and Heiselberg 2004], it will be possible to apply aaht
nigues on smaller scale scenes. Due to their generality, rea
time acquisition and computation times, we believe thatpiee
posed techniques will be readily integrated into futured®imag-
ing systems for performing a variety of scene analysis tasks

2. RELATED WORK

Impulse Time-of-Flight Imaging: Impulse ToF imaging tech-
nigues measure themporal impulseesponse of the scene by il-
luminating it with very short (pico/nanosecond) laser palsnd
recording the re ected light at high temporal resolutiomplulse
ToF imaging was the basis of one of the rst ToF range imaging
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Fig. 1. Correlation-based ToF image formation model.The scene is il-
luminated by a temporally modulated light source, with aadliintensity

I (;t) along direction . The sensor's exposure is also temporally modu-
lated during the integration time according to the functt). The bright-
nessB (p) measured at a sensor pixelis the correlation of the incoming
radiancel (p;t) and the exposure functidR(t).

systems [Koechner 1968]. While earlier systems assumedanl
single direct re ection of light from the scene, recent teicjues
(called transient imaging) have used the impulse ToF ppladio
measure and analyze both direct and indirect light tran$pocap-
turing images around a corner [Kirmani et al. 2009], meagugD
shape [Velten et al. 2012] and motion of objects [Pandhaekat.
2011] around the corner, performing separation of lightspeort
components [Wu et al. 2012], measuring BRDF [Naik et al. 2011
capturing images with a lens-less sensor [Wu et al. 2012 cap-
turing the propagation of light [Velten et al. 2013].

Correlation-Based Time-of-Flight Imaging: These techniques
were introduced as a low cost alternative to impulse ToF intag
The scene is illuminated with continuous temporally mothda
light (e.g., with sinusoids), and the sensor measures thpdgal
correlation of the incident light with a reference functi®@thwarte
et al. 1997; Lange and Seitz 2001]. Scene depths are compyted
measuring the relative phase-shift between the incidght knd
the emitted light. While there has been research on optigittie
modulation waveform [Payne et al. 2010; Ferriere et al. 2608
et al. 2011] for achieving high precision and for handlintgifer-
ence among multiple ToF cameras [Buttgen et al. 2007], itistiy
assumed that sensor receives only direct re ection fronmstiene.
Our work seeks to generalize correlation-based ToF imaigirig-
clude a variety of indirect (global) light transport effect

Multi Path Interference in Time-of-Flight Imaging: Recently,
there has been a lot of research towards mitigating the teffiec
global illumination (multi-path) in ToF cameras. In gerlethis is

a dif cult problem because global illumination depends @erse
structure, which is unknown at time of capture. There hawnbe
several attempts at solving the problem for special cases) s
as piecewise planar Lambertian scenes [Fuchs 2010; Fudlis et
2013; Jimenez et al. 2012] or temporally sparse signals @nd
et al. 2008; 2009; 2012; Dorrington et al. 2011; Jimenez et al
2012; Kadambi et al. 2013; Kirmani et al. 2013]. These apgea
do not generalize to all forms of light transport. Moreoviigy
often require capturing a large number of images and/or cemp
tationally intensive optimization-based reconstructadgorithms.
The approach of Freedmast al. [2014] considers compressible
signals (instead of sparse signals), and can handle liraitealint
of diffuse interre ections. However, since the signal isamed to
be compressible, it is limited to scenes where the dominaouat

of global illumination is due to only a small number of lighiths.
The approach presented in this paper requires taking assféosua

ACM Transactions on Graphics, Vol. VV, No. N, Article XXX, Blication date: Month YYYY.



Phasor Imaging: A Generalization of Correlation-Based Time-of-Flight Imaging

measurements and only a few linear operations, and is ajnic
to scenes with a wide range of light transport effects.

Light Transport Analysis Using Spatial Light Modulation: In
the last few years, several techniques performing lighspart
analysis using spatially modulated light have been preserithis
includes methods for inverting light transport [Seitz et2005],
performing global-transport-robust shape recovery [Gugt al.
2009; Gupta and Nayar 2012; Gupta et al. 2013; Couture et al.
2014] and separating or selectively enhancing light trartsppm-
ponents [Nayar et al. 2006; Reddy et al. 2012; OToole et 412p0

Recently, O'Tooleet al. [2014] have used a combination of
spatial and temporal light modulation for performing a eayiof
scene analysis tasks. While their techniques relyigi-spatial-
frequencylight modulation, our focus is on studying the behavior
of light transport as a function of temporal frequencies.d&'eelop
techniques that use onhygh-temporal-frequencyght modulation,
and achieve near real-time capture rates.

3. BACKGROUND AND IMAGING MODEL

A C-ToF imaging system consists of a temporally modulatghitli

3
emitted received ;?;stifs rﬁ;‘;er:
-~y phasor phasor T —_—
£a; =, —— | ocene ===
source *-@, +: 5 senso source 2 & sensol
|.:;L/:éé\1—|+:a|; | uLa H+ |

(a) Single emitted-received ray pair (b) All emitted-reeei ray pairs

Fig. 2. Signal processing view of phasor light transport(a) Rays emit-
ted from the source and received at the sensor are reprdspnsingle pha-
sors. The scene transforms every emitted phasor into aveecphasor. The
transformation is linear (multiplication by the light tigport coef cient for

the emitted-received ray pair). (b) Light transport betweé the emitted
and received rays can be compactly represented as a mattiplication.

generall (p;t) does not have a compact analytic form (as a func-
tion of t). L(p;t) is a combination of light coming along multiple
paths, which cannot be easily separated and analyzed foveec
ing scene properties. Also, capturing the entire time grodquires
long acquisition times.

A compact representation of radianceif the scene is illuminated
with sinusoidally varying illumination at a xed frequencihe ra-

source, and a sensor whose exposure can be temporally modudiance at every point and every direction in space (inclydinthe

lated during integration time. This is illustrated in Figut. Let
the source be modulated with a periodic functioift) (normal-
ized to be betweefl and1). Then, the radiant intensity( ;t ) of
the source in direction is given as":

FCst) = i()m(t): )

The sensor exposure is temporally modulated accordingeto th
exposure functiorR(t), which can be realized either by on-chip
gain modulation (e.g., photonic mixer devices [Schwartealet
1997]) or by external optical shutters [Carnegie et al. 2011

Let the radiance incident at a sensor pipebe L(p;t). The
brightnessB (p) measured at pixgb is given by the correlation
between the incoming radiance and the exposure function:

z

B(p)= R(t)L(p;t)dt;
0
where is the total integration time.

Light transport equation for C-ToF imaging: LetL (p;t) be
the radiance incident at pixpldue to light emitted from the source
along direction . L (p;t) is given as:

@)

4 (p;) :

L (p;t)= c

(p; )I

@)

where ( p; ) is the length of the path taken (through the scene)
by the ray emitted in direction and arriving atp. The constant
cis the speed of light. (p; ) is the light transport coef cient be-
tween direction and pixelp; itis de ned as the fraction of emitted
intensity that reaches the sensor.

The total received radiande(p;t) is the integral of contribu-
tions from tzhe set of all outzqoing directions

L(p;t)= (p; )I (

p; )
C

L (p;t)d = it d:

This is thelight transport equation for C-ToF imagindt ex-
presses the temporal radiance pro les received at a pixtrims
of the emitted radiance( ;t ) and the scene properties (light trans-
port coef cients and path lengths). Since it is scene depetdn

1The notation and symbols used in the paper are given in Afpénd

sensor) will also vary sinusoidally with the same frequeftys is
becausé. (p;t) is anintegral of shifted and scaled emitted radiance
functionsl! (;t) (Eqg. 4), and sinusoids are closed under scaling,
shifting and integration. Since all the sinusoids are ofséume fre-
guency, we can factor the frequency out, and represent dience

at any pointx in space (including the sensor) along any direction
by a single complex number, or phagtix; )= L(x; )& ),
whereL is the amplitude and is the phase of the sinusofd

" 1is the complex square-root of unity. We clthephasor
radiance short for phasor representation of radiance.

Phasor light transport: The scene can be considered as a system
that transforms the phasor radiance emitted by the souyomd-
ulating its phase and magnitude) into phasor radiancevextdiy

a sensor pixel. The transformation can be expressed as gplnult
cation of the emitted phasor by another phasor - the lightspart
coef cient between the emitted-received ray pair. Thidlissirated

in Figure 2 (a). As has been shown recently [O'Toole et al.4201
the light transport between all the emitted and received cay be
represented as a matrix multiplication:

C=MT,

®)
whereL is the array of phasor radiances received at sensor pixels
andT is the array of phasor radiances emitted by the source along
different directions (we use bold upper-case letters totear-
rays and matrices). This is shown in Figure 2 (b). We call Eqg. 5
the phasor light transport equation akid the phasor light trans-

port matrixof the scené. Phasor and conventional light transport
matrices are related as:

M (p; )= M(p; )e (6)
whereM is the light transport matrix for conventional imaging and

I is the modulation frequency. Note that the phasor lightsran
port matrix is a function of the modulation frequency For DC

(pi) .

C

2Since light is non-negative, the sinusoidal modulationcfioms have a
non-zero offsek pc . The corresponding phasor representation is a 2-tuple:
[Lpc ;L1 ], whereLpc is the DC andC, is the oscillating component.
For the intensity to be non-negatidepc  j L) j, wherej:j is the modulus
operator that returns the magnitude of the complex number.

3The matrix representation assumes that the space of lighthras been
discretized along spatial and angular dimensions.
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Conventional Imaging

Phasor Imaging
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Fig. 3. Phasor representation of light transport events.Using phasors, all the light transport events can be reptegeoy linear operations on complex
numbers. (Top row) Propagation of a light ray through spdmnges the phase of the phasor radiance. The amount of clsapg®portional to both the
distance traveled and the modulation frequency. This isesgmted by multiplication of the initial radiance with aagbr of unit amplitude. (Middle row)
Local re ection and scattering events change only the anndi of the radiance. These events are represented by loatign with phasors having zero
phase. This is similar to conventional imaging. (Bottom ydultiple rays at the same point in space traveling in theesdimection can be represented by a

single ray whose radiance is the complex sum of the radiahicglividual rays.

component( = 0), phasor transport matrix is the same as the
conventional light transport matrix.

The phasor light transport equation expresses light tahép
C-ToF imaging (Eq. 4) for a given modulation frequency asa li
ear, matrix multiplication. This simpli es light transpanalysis in
C-ToF imaging, especially the study of how light transp@pends
on the modulation frequencies. From a practical standadsiet, the
phasor representation naturally lends itself to C-ToF imggr his
is because the phasor radiance received at every pixel hasyan
unknowns (phase and magnitude), which can be capturedlgirec
by C-ToF sensors operating at a single frequency with only tw
measurements. This forms the basis of the techniques peelsien
the paper, which require taking as few as four and three measu
ments for transport-robust shape recovery and directadjkdpara-
tion, respectively.

4. PHASOR REPRESENTATION OF LIGHT
TRANSPORT EVENTS

Light transport events can be categorized into three basicpg
based on the phasor transformations that they induce uatrdted
in Figure 3. First, events that change the phase of the reglian

(propagation through space). Second, events that charlgehen
magnitude of the radiance (local re ection and scatterifigjird,

the superposition event where multiple phasors are addgdea
resultant phasor. In the following, we consider these iicidially.

Propagation Through Space: Propagation through free space
changes the phase of the radiance, while the magnitude is con

served. LetC(x; ) be the phasor radiance at a poinin space
along the direction. Then, the radiance after propagating through
a distance is given as:

C(x+ ; )=C(x;) el =; @)
where! is the modulation frequency. Propagation through partici-
pating media changes both the magnitude and the phase:

Cox+ ;)=o) el =) ®
where is the medium's extinction coef cient. Note thahe

amount of phase change = ! - is proportional to both the
modulation frequency and the travel distance.

Local Re ection and Scattering: Local re ection at a surface
point changes only the magnitude of the radiance:

C(X; o)= C(X; i) b(X; i o); %)

ACM Transactions on Graphics, Vol. VV, No. N, Article XXX, Blication date: Month YYYY.



Phasor Imaging: A Generalization of Correlation-Based Time-of-Flight Imaging 5

Ray Diagram
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for a single ray
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(c)aBAl light transport
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Fig. 4. Vanishing global light transport for high modulation frequ ency. (a) A single indirect light patiP(p; ) between outgoing direction and pixel
p. The phasor radiance received at the sensor aR{pg ) is given by rotating and attenuating the emitted phasoraredi. The angle of rotation is
proportional to the length dP(p; ). (b) A set of indirect light path®#(p; C ) in a small neighborhood d®(p; ). All the paths end ap. The phasor
radiances along pathi¥p; C ) can be assumed to have constant amplitudes and linearlpgarhiases, and thus form a circular sector in the phasoraiiag

The angle of the sector

is proportional to the modulation frequenty The total global radiance is the resultant of the individuizasors. (c) The light

source emits high frequency illumination. The individuhbpor radiances span the complete circle, and the res(tiéaitglobal radiance) is zero.

whereb(x; i; o) is the BRDF term* at pointx for incoming
light direction ; and outgoing light direction,. Local scattering
has the same effect as re ection, with the scattering tenmdipct
of scattering albedo and the scattering phase functiotgciy the
BRDF term.

Superposition of Multiple Rays: Multiple light rays traveling in
the same direction through the same point can be represastad
single ray whose radiance is ttg? phasor sum of individugrees:

Cx; )= LCi(x; ) (10)
I
wherel; (x; ) are the individual radiances, afidx; ) is the total
radiance. Due to phasor summation, the magnitude of thieréatia
ance may bqplesser than the sum of the individual magnituges,
JE(X; )j i JICi (X; )j. The resultant magnitude can be zero
as well, even if all the initial radiances have non-zero nitagies.

This is different from conventional imaging where sum of fr&mo
radiances is strictly positive.

5. FREQUENCY DEPENDENCE OF PHASOR
LIGHT TRANSPORT

Consider the phasor light transport equation (Eg. 5). Wedsn
compose the incident sensor radiance as the sum of the dinexct
ponentC{ and the global component? , where the direct com-
ponent is the light reaching the sensor after single reamtand
the global component is the light reaching the sensor aftdtipie
re ections (or scattering) events:

C,=CY+C¢=MIT, + MOT, : (12)

4The foreshortening effect is subsumed within the BRDF term.

M ¢ andM ¢ are the direct and global components of the light
transport matrid , , respectively, for modulation frequenty

PropPosITION 1. Vanishing high-frequency global light
transport: For a broad range of scenes, if the frequemcig higher
than a threshold esh , the global component vanishes:

EI=MOT, =0 for | ! e (12)

This is the key observation underlying our work. It is a con-
sequence of the fact that typically, global radiance is tenalpy
smooth, and can be assumed to be bandlimited. In the folgpwin
we provide an intuition behind the above observation bygipima-
sor representations of light transport events. A frequatapain
proof is given in Section 5.1.

Intuition: Consider a light patfP(p; ) involving multiple inter-
re ections, starting at the light source in directionand ending at
a sensor pixep. An example light path is shown in Figure 4 (a).
The radiancé& (p) received ap alongP(p; ) is given by:

C (p)= M (p; )N

wherel™ is the emitted radianceandM (p; ) is the light transport
coef cient for the pathP(p; ). SinceP(p; ) involves propaga-

tion and re ection,C (p) is given by rotating and attenuating the
emitted phasor radiance (Figure 4 (a)), as described inddett
Next, consider the set of light patf®p; C ) in a local neigh-
borhood ofP(p; ) that start in a cone of directior® around ,
and end ap. This is illustrated in Figure 4 (b). The magnitudes

of the light transport coef cients™ (p; )j = M (p; ) can be

(13)

5For ease of exposition, we assume an isotropic sourcel(.8.= I.
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Fig. 5. Frequency domain analysis of C-ToF light transport.(a) In time-domain, the direct radiance received at the@eissgiven by convolving the
emitted signal and the direct scene response, which is adiiga function. The Fourier transform of a delta functisonstant. Thus the direct radiance has
all the frequencies that are present in the emitted radighf&he global radiance is the convolution of the emittetiaace and the global scene response. For
most real-world scenes, the global scene response is taltypsmooth, and thus, bandlimited. If the bandlimit of tHetml scene responselis, the global

radiance is also bandlimited By,. (c) If the emitted radiance is a sinusoid with frequehey!

assumed to be approximately constant in a small light patghne
borhood. This assumption forms the basis of methods thatighe
spatial frequency illumination for separating light trpogt com-
ponents [Nayar et al. 2006] and performing transport-robhape
recovery [Gu et al. 2011; Chen et al. 2008; Gupta and Naya?;201

Couture et al. 2014]. The phaseép; ) = arg M(p; ) can

be assumed to be linearly varying as a function ofThis can
be shown by considering the rst order Taylor's expansiorthef
phases (p; ). See the supplementary technical report for a proof.
Thus, the individual received radianc&$(p) = M (p; )I
have constant amplitudes and linearly varying phases, aeés
out a circle sector. From Eq. 7, the angle of the sector is:
( p;)
= = 7

! 14

where ( p; ) is the range of the lengths of patRép;C ). The
total global radianc&g (p) is the resultant phasor of all the indi-
vidual phasors (Eq. 10). Its magnitude is given by:

. . sin —
itg (p)i=2Q—"2—; (15)
whereQ is the sum of magnitudes of the individual phasors. The
derivation is given in the supplementary technical regart. (p)j

is a monotonically decreasing function of the sector anglefor
0 2 . Since is proportional to the modulation fre-

b, the global radiance contains only the DC component.

increases, and the resultant
= 2 , and the magni-

quency! (Eg. 14), ad increases,
magnitude decreases.!lf= (2°p; g
tude of the global radiang&l (p)j =0 ®.

5.1 Frequency Domain Proof Of Vanishing
High-Frequency Global Transport

Let the temporally varying light intensity emitted from theurce

be given byl (t). The direct radiance received at a pigels given

by L9(t) = 1 (t ), where encapsulates the scene albedo
and intensity fall-off. = Td is the temporal shift due to travel of

light and ¢ is the length of the direct light path for pixgl. We
can writeL ¢ (t) as a convolution:

LI(t) = 1(t) t ; (16)

c
where () is the dirac delta function. This is illustrated in Figure 5
(). We de neD(t) = (t ) as the direct scene response.
D (t) is the direct radiance received if the scene is illuminatet w

6 Strictly speakingjl:g (p)j 0. This is because the assumptions (local
constancy of light transport magnitudes and local linganitlight transport
phases) hold approximately. Asincreases beyond(% , we can apply
the above analysis in smaller light path neighborhoods ¢maar coneC ),
which improves the approximation.
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time time

(a) Direct radiance only

(b) Direct and global radiance

(sdng high frequency illumination

Fig. 6. Effect of global illumination on shape recovery using C-ToFimaging. (a) Scene depths are computed using C-ToF imaging by magsie
phase of the received radiance relative to the emitted madigb) Due to global radiance, a sensor pixel receives éiging multiple light paths. These light
paths have different lengths, and hence different phasesmapared to the direct re ection path. The phase of the tat@dilance is different from the correct
phase (direct radiance phase), resulting in incorrectdép} For high frequency illumination, the phase of theltcadiance is the same as that of the direct

radiance, and can be used for accurate depth recovery.

a temporal impulse function(t). Eq. 16 can be expressed in the
frequency domain as:
fey=1e) a); (17)

Where[’a(! ), T andd\(! ) are Fourier transforms af?(t), I (t)
andD (t), respectively. Sinc® (t) is a dirac delta function, mag-
nitude ofd\(! ) is constant. This is illustrated in Figure 5 (a).

The global scene respon€gt) is de ned as the global radiance
received if the scene is illuminated with a temporal impulég.
Similar to the direct component, the global comporeh{t) is:

L9(t) = 1(1) G(1): (18)

In frequency domain, the above equation is expressed as:

Bey=1) 6¢); (19)

Wherel'@(! ) andq(! ) are Fourier transforms df9(t) andG(t),
respectively. This is illustrated in Figure 5 (b).

For most real-world scene&(t) is temporally smooth, and
hence can be assumed to be bandlimited, i.e., there exises a f
quency! p, called theglobal transport bandlimitsuch thaty(! ) =
08! >1 . Thus, if the emitted radiandg(t) is a sinusoid with
modulation frequency larger than the global transport bandlimit
! p, the oscillating component of the global radianté,, is zero.
Then, the global radiance has only a constant DC term (dugeto t
DC term of the emitted radiance). This is illustrated in F&& (c).

Other global illumination effects: While we have used interre ec-
tions for the analysis so far, the results and the proposeld te
nigues are applicable to scenes with a broad range of gltbal i
mination effects such as subsurface scattering, volumstatter-

ing and diffusion. For each of them, the global scene respims

typically smooth, and thus, bandlimited. By choosing a niadu
tion frequency higher than the bandlimit, the global radecan
be made temporally constant.

5.2 How High Is The Frequency Bandlimit?

The global transport bandlimit, depends on the scene geometry
and material properties, as well as the global illuminadfect.
For volumetric scattering and diffuse interre ections, is typi-
cally low. On the other hand, for specular interre ectiohg,is rel-
atively high. Scene size is also a factor in determidiggFor large
scenes, the indirect light paths have a large range of pagiHs,
resulting in a low bandlimit ,. For smaller scenes, indirect light
paths have a smaller range of path lengths, and @&{i$ has a
higher bandlimit.

As arule of thumb! is1 10times<, where is the geomet-

ric scale of the scene (in meters). The geometric scale inatk
as the size of geometric features in the scene. For instéorca,
large scene with geometric sca88eé meters,! ,, is approximately
100MHz. - 1.0 GHz., depending on the material properties (higher
bandlimit for more specular scenes). For small scenes ¢ sga
proximately50 centimeters (e.g., table-top scenés),is approxi-
mately600 MHz. to 6 GHz. Note that it is possible for a large size
scene (e.g., aroom) to have smaller geometrical featdriere is
signi cant local light transport within these featuresetijeometric
scale of such a scene will be determined by the feature sizk, a
thus will be smaller than the scene size.

Arbitrary modulation functions: So far, we have considered si-
nusoidal modulation functions. In general, any modulatiorction
can be decomposed into its Fourier components, and therpeelse
analysis applied to each component separately. If the ofies
guency component of the function (except the DC) is highanth
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the global transport bandlimit, the global radiance ateadlion-DC frequency fis frequency i,

frequencies is zero. Thus, we get the following result: high frequencies

............. “—  (small periods)

ResuLT 1. If the lowest frequency component (except DC) of L
the modulation function is higher than the global transploan-
dlimit ! , the global radiance received at the sensor is temporally source
constant.

— ] scene

For instance, if the emitted radiantét) is a square wave with
a period more thar%—b, all the frequency components bft) are
higher thani . In this case, the global radiance received at the sen- sensor S
sor contains only the DC component, and is temporally consta

I4
lo

Fig. 7. Micro ToF imaging. The proposed Micro ToF imaging technique
consists of illuminating the scene sequentially with npldtihigh frequency
sinusoids, and computing phases corresponding to eacleiwr. thheoret-
ically, two high frequencies are suf cient. If all the fregucies are suf -
ciently high, global illumination does not introduce esdn the phases.
The individual phases have depth ambiguities. Unambiguigyh is re-
covered by unwrapping the phases, which can be done eithbstiaally or
by building a look-up table.

6. TRANSPORT ROBUST DEPTH RECOVERY

Effect of global light transport on depth recovery: C-ToF sys-
tems recover scene depths by measuring the phase! 27 of
the radiance received at the sensor, wheris the scene depth. phasefis
This is illustrated in Figure 6 (a). Depth is computed frora th- (wrapped) (wrapped) (unwrapped)
covered phase as= . Due to global illumination effects such

as interre ections (multi-path interference) and scatiggra sensor
pixel may receive light along multiple light paths. Theséhgehave
different lengths, and hence light received along theskspaave
different phases as compared to the direct re ection patnse-
quently, the phase of the total radiance (sum of direct antag|
components) is different from the correct phase, as shovwiign
ure 6 (b). The resulting depth errors are systematic, andbean

orders of magnitude larger than the random errors due t@nois

unambiguouslyR max is inversely proportional to modulation fre-

6.1 Micro ToF Imaging quency! , and is given bR max = -& [Lange 2000; Gokturk et al.
We now present our technique for mitigating depth errorstdue ~ 2004]. For example, for =2~ 1500MHz. ’, Rmax is only 10
global illumination. The basic idea is simple, and reliesttom ob- centimeters. While it is possible to unwrap high-frequepbgses
servation that global transport vanishes at high freqesn@ropo-  using a low-frequency phase [Jongenelen et al. 2010], Hetie
sition 1). Let the scene be illuminated by a light source viith global illumination, the low frequency phase is inaccurdtbis

tensity varying sinusoidally at frequenty In phasor notation, the ~ causes unwrapping errors, resulting in erroneous shape.
intensity is given by the 2-tuplBioc ;7 ], wherel pc is the DC This presents a tradeoff between achieving a large deptieran

tand: is th ilati t The direct radi and robustness to global illumination. On one hand, highedun
component and, IS the oscilialing component. 1he direct radi- |ation frequencies are robust to global illumination efe©n the
ancel (p) received at a pixgb is given by the 2-tuple:

other hand, using high frequencies result in depth ambéguitow

LYp)=[D(p) lpc;D: (p) I 1; (20) can we measure accurate scene depths in a large range wigen onl
high temporal frequencies are used?
whereD (p) andD, (p) are the DC and oscillating terms of the Fortunately, it is possible to estimate a low frequency ptieam
direct radiance for a light source with unit intensity. Samly, the multiple high frequency phases. This is a standard probheimtér-
global radiancé.9(p) is: ferometry [Gushov and Solodkin 1991; Takeda et al. 1997icst
L9(p) = [G(P) loc ;G (p) T |: 1) tured light based triangulation [Gupta and Nayar 2012] ame-t

of- ight imaging [Jongenelen et al. 2010; Jongenelen eRall1].
As shown in the previous section}i® ! 1, the oscillating term There are both numerical and analytical solutions availaiich
can be implemented ef ciently.

Algorithm: The proposed technique involves illuminating the
L(p) = (D(p)+ G(p)) loc;Di (P : (22) scene sequentially with multiple high frequency sinusoiaisd
computing phases corresponding to each of them. Since all th

Since the ?flobal_ Cgmponem of the raﬁlianﬁe ma_rlli;‘]ests_ Onlﬁ’ aS emitted signals havenicro (small) periods, the technique is called
a constant offset, it does not in uence the phase. Thus, ifgh Micro ToF Imaging This is illustrated in Figure 7. Let the set
frequency illuminationthe phase of the total radiance is the same | e |

as that of the direct radiangeand can be used for accurate depth Lo 1 f F . the sensor measures the correlation of the re-
recovery. This is shown in Figure 6 (c). ceived radiance with the sensor exposure funcReiit), which is

of the global radiaﬂcé?! (p) = 0. Then, the total ra?Iiance is:

Wrapped phzgise problem and unambiguous depth rangeThe also a sinusoid of the same frequency as the emitted ligletphia-
phase = ! <-is computed by using inverse trigonometric func- o representation @3 (t) isR; = Rye | *, whereR; and
tions (e.g., arccosine) [Payne et al. 2010], which have geaf are the magnitude and phase of the exposure function. The mea

2 . Consequently, the set of scene depths n-& for any integer

n will all have the same recovered phase, leading to depthgambi

ities. This is called the wrapped phase problem. It limits tiax- 71 is the angular modulation frequency, whict2is times the modulation
imum depth rang® max  in which scene depths can be measured frequency.
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sured brightnesB¢ ( ) is a sinusoid as a function of; (see Ap-
pendix B for derivation):

Bf(f): Of+AfCOS(f f):
B: ( ) isafunction of three unknowns; , O andA; . Phases
i1 f

taking three measurements for each of Ehdrequencies, while

varying the exposure function phase, = 0; %; %. The unam-
biguous depth can then be computed from the wrapped phages
and the frequencids; analytically by using the Gushov-Solodkin

(G-S) algorithm [Gushov and Solodkin 1991; Jongenelen et al

2010]. However, the G-S algorithm is prone to errors if theame

surements are noisy. A more robust method is to build a Iqgok-u

(23)

1;::1; gl is estimated, depth can be computed by performing
al D search inthe look-up table:

=argmin jjTp 0 70)

iz (25)
wherejj:jj2 is the Euclidean norm operator on vectors. The depth
resolution achieved using this search based proceduraitedi by

the sampling rate of the depth range in the look-up table.uin o
implementation, the depth range was sampled etemillimeter.
MATLAB code for the depth computation procedure is avagabl
for download from the project web page
www.cs.columbia.edu/CAVE/projects/phasor_imaging/

6.2 Number of Measurements

Since there are three unknowns (offset, amplitude and pliase
every frequency (Eg. 23), in general, there @Feunknowns ifF
frequencies are used. Thus, Micro ToF imaging Witfrequencies
requires takin@F measurements.

However, if the set of frequencies lie in a narrow band, tffiesté

for all the frequencies. In this case, the number of unknaafs+

F encode the scene depth, and can be recovered by |

3.0m

o

3.0m

4

lsensor

(b) Cornell Box

lsensor

(a) V-groove

Fig. 8. Simulation settings.(a) A v-groove with two planes of siZ&m
4m each. The angle between the planegas. (b) Cornell box with faces
of size3m  3m. The sensor is at a distanceshb m from the scenes.

6.3 Frequency Selection for Micro ToF Imaging

What frequencies should be used for Micro ToF imaging? Fgr an
choice ofF frequencies, a given scene depthis encoded with a
vectorV; of measured brightness values. The number of elements
in V; is equal to the total number of measurements. Ideally, scene
depths and intensity vectors should have a one-to-one mgapid
depths can be recovered without error from the measured-inte
sity vectors. However, due to various source of noise in tea-m
surements, depth estimations can be erroneous. We de nerthe
ror functionE; = ell Vi Villz between vector¥; andV,. Ej is
proportional to the probability of vectdy; being incorrectly de-
coded as i, and vice versa. For a given frequency sethe mean
weighted error functiof ( )xis de ned as:

E()= J i

i j2[0;5R max ]

iiEi (26)

where the depth candidatesand ; are uniformly sampled from

to be 10 meters.E() is the average expected depth error if the

2; F phases, one offset and one amplitude. These unknowns can bdrequency set is used. In order to minimize the depth error, the

estimated by takindg= + 2 measurements where three measure-
ments are taken for the rst frequen€1(0);B1(%-);B1(%)0,
and one measurement is captured for every subsequent figque

computed from the rst three measurements. Using the coetput
offset and amplitude, remaining phases are computed fremeth
maining measurements.

optimal set of frequencies should minimize the error fuorcti
F
(27)

=argmin E();!fz[!min;!max]forl f

where[! min ;! max ]is the range of values from which the frequen-
cies are chosen. We round the candidate frequencies to tero de

How many frequencies are needed? Theoretically, phases com imal places, which is the frequency resolution achievalyleir

puted forF = 2 appropriately chosen high frequencies are suf -
cient for estimating the scene depths unambiguously in asiret
depth range. Thus, since the number of measuremefts &, we
get the following result:

RESULT 2. Four images are theoretically sufcient for
transport-robust and unambiguous depth recovery usingraMic
ToF imaging.

In practice, more frequencies and measurements per freguen
may be needed due to limited dynamic range of the sensotelimi
frequency resolution of the light source and the sensor aigkn
Depending on the scene brightness, light source strengtisem-
sor noise levels, in our simulations and experiments, weuset
frequencies, an@ 4 images per frequency.

hardware prototype. This is a constrairftedlimensional optimiza-

tion problem. We used the simplex search method implemented
MATLAB optimization toolbox for solving this. Note that sie

we use a search based procedure, the computed frequengies ma
not be theoretically optimal. In practice, we have founct e
frequency set computed by running the method>fot00; 000 it-
erations achieves stable depth results.

6.4 Simulations

In the following, we show depth recovery results using satiohs
for two different scene geometries.

Simulation setup: The setups are illustrated in Figure 8. The rst
scene is a/-groove with an apex angle of0 deg Both faces are
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— Conventional ToF [1 frequency]
— Conventional ToF [2 frequencies]
— Micro ToF Imaging [2 frequencies
— Ground Truth

(a-b) Recovered phase maps for Micro ToF

— Conventional ToF [1 frequency]
— Conventional ToF [2 frequencies]
— Micro ToF Imaging [2 frequencies
— Ground Truth

0.93m

3.0m

0l \\

(c) Unwrapped phase (d) Recovered Shape

Fig. 9. Simulation results for shape recovery using Micro ToF.(a-b) Phase maps for two high frequencies used for Micro Bafh the phase maps
have ambiguities. (c) The unwrapped phase map, which is toseasmpute unambiguous depths. (d) Comparison of deptimg dlorizontal scan-lines with
single frequency and dual (one high and one low) frequencyeartional ToF techniques. In both the conventional temines, the low frequency phases
are inaccurate, resulting in large depth errors (meansnfr 200 and> 500 millimeters for the v-groove and the Cornell box, respagiy. Micro ToF
imaging achieves accurate shape, with mean erro8stadnd3:2 millimeters for the v-groove and the Cornell box, a two osdef magnitude improvement.

rectangles of dimensioh 3 meters. The second scene is G-
nell box Each face is a square of si@emeters. The sensor and
source (co-located) a¥e5 meters from the scenes.

Simulation of input images: The input images were generated by
discretizing the scene into small patches and simulatimgziad
phasor light transport. We assumed the scenes to be Laanbbei
cause for Lambertian scenes, the radiances can be compited u
an analytic closed-form expression. This is similar to etional
imaging where the radiosity equation can be solved in a dlfmen
manner for Lambertian scenes [O'Toole et al. 2014]. In aflim-
ulations, the af ne noise model [Hasinoff et al. 2010] wasdi$or
the sensor, with both scene independent read noise and deene
pendent shot noise added to the captured images. The defails
noise simulation and parameters are given in the supplement
technical report.

Simulation parameters and comparisons:For both scenes, we
performed Micro ToF imaging using two frequencie363 1034
MHz., which were computed using the frequency selectior@ro
dure (Section 6.3). We compare Micro ToF with two differeohe
ventional ToF techniques. The single frequency conveatidoF
technique uses a frequency Bd MHz., so that the unambiguous

so that the random depth errors due to noise are approxiate|
same for all three techniques. The difference in the remuttae to
the structured errors caused by interre ections.

Results: Figures 9 (a-b) show phase maps for the two frequencies
used for Micro ToF. Both the phase maps have ambiguities. Fig
ures 9 (c) show the unwrapped phase map, which is used to com-
pute unambiguous depths. Figures 9 (d) show the comparison o
depths along horizontal scan-lines (shown in (c)). In bbthdon-
ventional techniques, the low frequency phase is inaceurasult-

ing in large depth errors (mean errorsaif4 and 207 millimeters

for the v-groove an®34 and538 millimeters for the Cornell box).
Micro ToF imaging achieves accurate shape, with mean eafors
6:6 and 3:2 millimeters for the v-groove and the Cornell box, re-
spectively, a two orders of magnitude improvement over eonv
tional techniques.

Simulation results for shape recovery in scattering mediaif
there is scattering medium (e.g., smoke, fog, murky wateryeen
the sensor and the scene, a sensor pixel may receive lighiodue
backscattering of the emitted light, in addition to the dine ec-
tion. This is shown in Figure 10 (a). As with interre ectigrthe
light received along backscattering paths have differéwatsps as

depth range is more than the scene depths, and no phase unwrapcompared to the direct re ection path. This can result igéedepth

ping is required. Since the depth resolution of ToF techedqga di-
rectly proportional to the modulation frequency [Lange @0Bok-
turk et al. 2004], this technique achieves low depth regmufThe
dual-frequency conventional ToF technique uses one HG63
MHz.) and one low frequencylQ) MHz.). The high frequency pro-
vides high resolution, and the low frequency is used for @par
ping. For each frequency, four measurements were capttoee-
sponding to the exposure function phases 0; 5, ; 2. Inorder

to compensate for the low SNR achieved by the single frequenc
ToF technique, we applied temporal averaging to its inputges

errors. In the following, we show shape recovery resultsgisim-
ulations for a scene immersed in scattering media.
The setup is illustrated in Figure 10 (b). The scene is a hemi-

sphere of radius meter. The sensor and source 2i@meters from

the hemisphere. The input images were simulated by digargti
the scene into small patches, and the volume into small sokel
simulating light transport, we assumed the medium to be lygmo
nous and optically thin so that single scattering effectsidate
and there is no multiple scattering [Narasimhan et al. 2006¢
Henyey-Greenstein phase function [Henyey and Greensg=if]1
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scattering
medium

source

Sien
e te,
CREDN
.,
.

scattering
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(a) ToF imaging in scattering media (b) Simulation setting

Micro ToF  Ground Trutl

0.81m

Conventional
ToF

Conventional ToF

(c) Recovered shape
(weak scattering, =0:3m 1)

(d) Recovered shape
(strong scattering, =1:2m 1)

Fig. 10. Simulation results for shape recovery in scattering media(a)

If there is scattering medium between the sensor and thee seesensor
pixel receives indirect light due to backscattering of thatted light. (b)
Simulation setup. The scene is a hemisphere of ratlimeter. The sensor
and source arg:0 meters from the hemisphere. (c-d) Comparison of recov-
ered shape in the presence of weak scattering and strortgrsat Con-
ventional ToF results in large depth errors (mean erroré5@ and 1179
millimeters). Micro ToF imaging achieves accurate shapigh wean er-
rors of 14 and 16 millimeters, respectively. Due to backscatter, the depths
are under-estimated. This is because the backscattephdji have shorter
lengths as compared to the direct re ection path.

with phase parametgr= 0:6 was used to model the angular scat-
tering distribution. We performed Micro ToF imaging usirigde
frequenciesl027, 1073 and 1189 MHz. We compare Micro ToF
with conventional ToF technique using a frequencit@MHz. As

before, in order to compensate for the low SNR achieved by the the magnitude of the global radianGé !

single frequency ToF technique, we applied temporal avegan
its input images.

11

. 500
— Conventional ToF [10 MHz

R 400
| — Micro ToF [45, 50 MHz ]
|

Conventional ToF [30 MHz

300

— Micro ToF [160, 170 MHz.] 200

100

mean depth error (mm)

Micro ToF [1034, 1063 MH

— Ground Truth Og 1 2

modulation frequency: H srr

(b) Meaorevs. frequency

o3

(a) Reconstructions for different frequencies

18 ——scene+]l ~o VP3Z }( RA Metet:
16 —— scene size-o VPSZ }( }FA[0 mdter
14 —— scene size-o VPSZ }( }#O[3 mdter
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mean relative depth error (9

6
4
2

3 4 5 6 7 8 9
modulation frequency: H srr e & ;

10

(c) Mean relative error for different scene sizes

Fig. 11. Effect of modulation frequency on shape recovery(a) Shapes
recovered using different frequencies, for single fregyaronventional and
Micro ToF imaging (two frequencies). As the frequencies iagzeased,
reconstructed shape approaches the ground-truth. (b) Mezth errors vs.
frequency. Conventional ToF technique was used for frecjesriess than
30 MHz. Micro ToF technique was used for frequencies more 8takHz.
For Micro ToF, two frequencies were used. Depth errors arttqal for the
mean of the two frequencies. (c) The mean relative depthreefoy the
Cornell box scene of three different side lengtt® meters,1 meter, and
0:3 meter. At a given frequency, relative depth errors are faigesmaller
scenes. This is because for scenes with small geometriakd, Scequency
bandlimit is higher as compared to large scenes. As a resnétller scenes
require relatively higher frequencies to achieve smaltldeprors.

derived in Appendix C, the phase erroris given by (for brevity,
we have droppeg the argument

1
+ r
_ acos@g D cos Gj cos ¢ A . (28)
D2+ G] 2+2DG] cos( )
where ¢ = arg(G, (p)) is the phase an@] = jG, (p)j is the
magnitude of the global radiance at frequethcyAs ! increases,
0,and thus, ! O.

Figure 11 (a) shows the comparison of shapes recovereddor th
Cornell-box using different frequencies. Figure 11 (b)w&dhe

Figures 10 (c-d) shows the comparison of recovered shape inmean depth error vs. frequency. Single frequency convealtitoF

the presence of weak scattering (extinction coef cient= 0:3
m 1) and strong scattering (extinction coef cient= 1:2m 1),
respectively. Conventional ToF results in large depthrer(mean
errors 0f452 and1179 millimeters). Micro ToF imaging achieves
accurate shape, with mean errorsldfand16 millimeters, respec-
tively. Note that while interre ections result in depthsihg over-
estimated (because indirect light paths are longer tharditleet
light path), backscattering results in depths bainger-estimated
This is because the backscatter light paths have shortgtheias
compared to the direct re ection path.

6.5 Error Analysis for Depth Computation

If ! is less than the global transport bandlimj, the oscillating

term of the global radianc&; (p) may not be zero. This will re-
sult in errors in phase recovery (and hence, depth estimjatis

technique was used for frequencies less tB@MHz. Micro ToF
technique was used for frequencies more than 30 MHz. For each
depth computation using Micro ToF, two high frequenciesewer
used. Depth errors are plotted for the mean of the two frecjgsn

As the frequencies are increased, depth error approacheszée

the reconstructed shape approaches the ground-truth.

Effect of scene's geometrical scale on depth errorgFigure 11

(c) plots the mean depth errors for the Cornell box scenerekth
different side lengths 3 meters,1 meter, and):3 meter. In order

to compare depth errors across different geometrical scaiean
relative depth errors are plotted. Relative depth error piel is
denedas ™ = — 100 where is the absolute depth error
and is the ground truth depth. As expected, for all three scenes,
the depth error decreases with increasing frequency. Atendre-
quency, relative depth errors are larger for smaller sceRais is
consistent with the the fact that the frequency bandlima stene
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has an inverse relationship with the scene's geometricaksas
discussed in Section 5.2. For scenes with small geometazdé,
frequency bandlimit is higher as compared to large scenes. r&-
sult, smaller scenes require relatively higher frequentieachieve
small depth errors.

7. FAST SEPARATION OF DIRECT AND GLOBAL
IMAGE COMPONENTS

In this section, we present a technique for separating tleetdand
global light transport components. The technique requiegeur-
ing as few as three measurements at a single high frequehey. T
measurements needed for the separation algorithm are atsafbs
the measurements taken for depth recovery (Section 6).d¢;leap-
aration can be achieved as a by-product of depth estimation.

7.1 Separation Algorithm

If the scene is illuminated with sinusoidally varying inséy, the
direct and global radiance, as well as the total radiancalbseu-
soids of the same frequency. In general, it is dif cult to aegie the
direct and global radiance components from the total radiaiue
to the inherent ambiguity; a given sinusoid can be expreasadm
of two sinusoids of the same frequency in in nitely many ways

However, recall from Eq. 22 that for high frequency illuntioa,
the global radiance manifests only as a DC offset. This faitmas
basis of our direct-global separation approach, and istittied in
Figure 12 (a). Our goal is to separately recoldip) and G(p),
which are the direct and global components resulting frogtat |
source with temporally constant, unit intensity.

Let the sensor exposure function be a sinusoid that is repred
by the 2-tupleRpc ; R, . Let arg(R, ) be the phase of the ex-
posure function. Assuming that there is no ambient illurtiare®,
the correlation measuremeB{ ) recorded at the sensor (see Ap-
pendix B for derivation) is given by:

B( )= (D+G{)RDCID + DR cos(  ); (29)
———3 | _Z
offsetO amplitudeA
where = arg(D, (p)) is the phase of the direct radiance, and

is the sensor integration tim&( ) is a sinusoid with three
parameters, the offs& = (D + G)Rpc Ipc , the amplitude
A = BR.L and the phase, as shown in Figure 12 (b). The
three parameters can be recovered by taking three coorelatta-
surements. Since the constant® | ;1 ;Rpc ;lpc are known,
the direct and global components are recovered from thmatsd

offset and the amplitude, as shown in Figure 12 (c):
2A o]

D=
Rglg RDClDC

D: (30)

REsSULT 3. Three images captured at a single high frequency
are theoretically suf cient for separating the direct ankbgal com-
ponents of light transport.

81f there is ambient illumination, its contribution can bemaved by cap-
turing an additional image under only ambient illuminatamd subtracting
it. However, if ambient illumination is signi cantly strayer than the mod-
ulated light source, the captured images may have low sigrabise ratio
(SNR) due to large photon (shot) noise. The SNR can be inetdegither by
averaging multiple frames, or by concentrating the lightree into smaller
scene regions and sequentially illuminating the scene {&epal. 2013].

sensor radiancé

total

7] +
radiance 9 amplitude
direct S m L dp

; z :

radiance =) i

Qo
global 5 qﬁ§et
radiance = {LAgpESs

time U reference function phas® UE

(a) Sensor Incident Radiance (b) Pixel Brightness

Versus Time Versus Reference Function Phase
1 = amplitude e direct
captured images offset global

(c) Steps of Direct-Global Separation Algorithm

Fig. 12. Direct-global separation algorithm using high frequency llu-
mination. (a) If the scene is illuminated with high-frequency illuration,
the global radiance is temporally constant. (b) The briges8 measured
by the sensor is a sinusoid as a function of the phasé# the sensor ex-
posure function. Since the global radiance is temporallystant, the am-
plitude of the sinusoid depends only on the direct radiat@eThe direct
and global components can be computed by measuring the afisethe
amplitude of the sinusoiB ( ) at every pixel.

In practice, more measurements may need to be captured if the
measurement noise is high. In our simulations and expetsne®
use3 4 measurements.

7.2 Simulations

Figure 13 shows the direct and global components estimatetd
two simulated scenes used in the previous section. Fourureas
ments were taken for each of the examples. For the v-grootieen
that the global component is high near the corner, and deesea
away from the corner. In the global component of the Cornetl, b
notice the color bleeding around the edges due to intertmes.

7.3 Error Analysis for Direct-Global Separation

Similar to the error analysis for depth estimation (Sectds), !
being less than the global transport bandlimitmay result in er-
roneous direct-global separation. As derived in Appendjxte
estimation errorsp and ¢ for direct and global components, re-
spectively, are gi\(/]en by:

b=D D2+ G} 2+2DG] cos( SE (31)

q
c= D2+ GI?2+2DG] cos( s) D; (32)
where ¢ = arg(G, (p)) is the phase an@] = jG, (p)j is the

magnitude of the global radiance at frequethcyAs ! increases,
G/ ! 0O,andthus,p; ¢! O.

Figure 14 shows the effect of modulation frequency on the re-
sults of direct-global separation. If a low modulation fueqcy
(10 MHz.) is used, the direct component is over-estimated aed th
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13

Global ComponentDirect Component

(a) Scene image (b) Direct component  (c) Global component

Fig. 13. Simulation results for direct-global separation. (a) Scene im-
age. (b) Direct and (c) global components for the v-groowktas Cornell-

box scenes, computed using the algorithm in Section 7. Bldkie color-

bleeding between different planes in the global componeet td inter-

re ections, and the direct component decreasing with iasireg depth due
to intensity fall-off.

global component is under-estimated. As frequency ineabe
global radiance decreases, and the separation accuraeases.
For125MHz., the estimation errors are lower, but the resulting im-
ages have ringing artifacts. AB00MHz., the result is close to the
ground truth.

8. HARDWARE PROTOTYPE AND RESULTS

Our hardware prototype is based on the PMDTechnologies Cam-

Board Nano, a low-cost commercially available C-ToF imaggin
system. It is shown in Figure 15. In order to operate the syste
at various modulation frequencies, we used an externahkggm-
erator to provide the modulation signal instead of the cartdsig-
nal generator. Our light source is an array of 650 nm lasetedity
driven using an iC-Haus constant current driver. With tbisip, we
can achieve a maximum modulation frequenc26MHz. The -
nite rise/fall times of different components act as low p#sss on
the modulation signal. Thus, the modulation signals arelysa
nusoidal, especially at high frequencies. As discusseeatiéh 5,
this is not a strict requirement; if the modulation signas naulti-
ple harmonic components, light transport for each compocamn
be analyzed separately. However, the higher order compsnién
not accounted for, may introduce errors in the estimatedhdep
These errors can be mitigated by canceling odd harmonidsein t
modulation signal [Payne et al. 2010].

Results of depth recovery using Micro ToF imaging:The scene
consists of a xed wall and a movable wall arranged so thay the
form a concave v-groove, as illustrated in Figure 16 (a). 3t
cave shape produces interre ections between the two walis.
amount of interre ections depends on the apex anglewhich
can be changed by moving the right wall. Both walls are made
of white, nearly diffuse material. The size of the walls ipayX-
imately2m
5m from the corner of the groove. For Micro ToF imaging, we use

9The size of the array is signi cantly smaller than the modiola wave-
length. Hence, the array of diodes is assumed to be a sighlesource.

(@)! =10 MHz. (b)! =125 MHz. (c)! =5:3 GHz. (d) Ground Truth

Fig. 14. Effect of modulation frequency on direct-global separatia.
(a) For low frequencies (e.gl0 MHz.), the direct component is over-
estimated and the global component is underestimated.oft) 25 MHz.,
the separation is qualitatively correct, but ringing axts are noticeable,
specially around the edges of the cube. (c) If the frequesdygher than
the bandwidth of the global scene response, accurate sepasaachieved.
(d) Ground-truth separation.

light source
(bank of laser diodes)

sensor
(PMD CamBoard Nano)

Fig. 15. Image acquisition setup Our hardware prototype is based on the
PMDTechnologies CamBoard Nano, a C-ToF sensor. An arrayp@frin
laser diodes acts as the light source.

two high frequencies 0125 and 108 MHz, computed using the
frequency selection procedute
We compare the results of Micro ToF with the single frequency
conventional ToF technique. The frequency is chosen sotltieat
unambiguous depth range is larger than the scene depths: In o
der to compensate for the low SNR achieved by the convertiona
ToF technique, we applied averaging to its input images abttte
random perturbations due to noise are similar for both tegtas
(conventional and Micro ToF). The difference in the residtdue
to the structured errors caused by interre ections. Depthputed
using the conventional ToF technique has mean errd3,af0 and
57 millimeters, for =45 , =60 and =90 |, respectively.
Micro ToF achieves reconstructions that hdve 2 orders of mag-
nitude lower errors (mean errors 2B, 6:7 and6:2 millimeters).
Figure 17 shows the performance of conventional and Micfo To
techniques as a function of the modulation frequency. Foveo-

2m each, and the sensor is placed at a distance of *°For frequency selection, we sefnax = 125 MHz., the maximum fre-

guency achievable by the imaging hardware, apgh to be0:8! max -
Although setting! min to an even higher value may achieve more robust-
ness to global illumination, in practice, the differeicgax ! min needs

to be above a threshold due to the limited intensity resmiugind dynamic
range of the sensor and the light source.
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2
ks fixed wall movable wal
0
9 ..............................................................................................................................
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o
N sensor
‘sensor
(a) lllustration and photo of the imaging setup (b) V-gro¢ve 45 ) (c) V-groove (=60 ) (d) V-groove (=90 )
o — ground truth
A Micro ToF
conventional Tof
Lo
v
11 concave
edge \
(e) High frequency phase maps used for Micro ToF imaging éQdhstructed shape (g) Shape comparison
v — ground truth
\ Micro ToF
60° N\ conventional Tof
o N
©
1 concave
edge y
N
(h) High frequency phase maps used for Micro ToF imaging égdhstructed shape (j) Shape comparison
— ground truth
Micro ToF
o ’\\\ conventional Tof
o 900 .
" concave \\\ -
edge
/,’
(k) High frequency phase maps used for Micro ToF imaging dréhstructed shape (m) Shape comparison

Fig. 16. Experimental results of depth estimation on v-groove scerse(a) The scene consists of a xed wall and a movable wall ardnat an angle

so that they form a v-groove. The apex anglecan be changed by moving the right wall. The size of the wallspproximatel2m 2m each, and the

sensor is placed at a distance5oh from the corner. (b-d) Images captured by the PMD sensothforv-groove in three different con gurationsz 45
=60 and =90 . For Micro ToF imaging, we use two high frequenciesl@b and108 MHz. (e, h, k) Recovered phase maps for the two frequencies

used in Micro ToF. All the phase maps have ambiguities. (§, The unambiguous shapes reconstructed by unwrappingvhidigh frequency phases. (g,

j, m) Comparison of shapes reconstructed using Micro ToFcamdentional ToF techniques along horizontal scan-linasked in (c-e). Shape computed

using the conventional ToF technique has mean erro89,0f0 and57 millimeters, for =45 , =60 and =90 , respectively. Micro ToF achieves

reconstructions that hade 2 orders of magnitude lower errors (mean error:@ 6:7 and6:2 millimeters).

tional ToF, we performed reconstructions using a singlgieacy 25< 1< 120MHz. The ground truth was achieved by measuring
inthe range ofl. 25 MHz. For Micro ToF, we performed recon-  the scene distances using a measuring tape.
structions using two frequencies in the rafige 2;! +2] MHz. for We compute the reconstructed apex angle by tting two planes

to the reconstructed shape, and computing the angle betiveen

ACM Transactions on Graphics, Vol. VV, No. N, Article XXX, Blication date: Month YYYY.



Phasor Imaging: A Generalization of Correlation-Based Time-of-Flight Imaging

As the frequency increases, the reconstruction error deeseand
the apex angle approaches the ground truth. For frequehigiesr
than100 MHz., the reconstruction error is less thamillimeters
and the apex angle is withihdegrees of the ground truth.

tively smaller scale (sides of the v-groove are approxityat®
centimeters each) than Figure 16. Figure 18 (c) shows ththdep
map recovered using Micro ToF, with two frequencl@$ and108
MHz. Figure 18 (d) shows the comparison between the compute:
depth along a horizontal scan-line and the ground-trutle @uhe
smaller scale of the scene, the depth estimates have higlatve
errors as compared to the scene in Figure 16.

Results of direct-global separation:Figure 19 shows the direct-
global separation results for the v-grooves of differentxapn-
gles. The modulation frequency used vi22l MHz. Three images

E200

Figure 18 shows depth recovery results for a scene with rela 5159

15

— |/ Lvw
— /L xrt
— [ L {r?

250

reconstructed angle (degree

0 20 40 60 80 100 0 20
modulation frequency (MHz.)

(a) Depth error

] 60 80 100
modulation frequency (MHz.)

(b) Reconstructed apex angle

Fig. 17. Accuracy of shape recovery vs. modulation frequency for the
v-groove scenes(a) Mean reconstruction error vs. the modulation fre-

were used for the separation in each case. As the apex angle inquency. (b) Reconstructed apex angle vs. the modulatiaquérecy. The

creases (from left to right), the amount of interre ectiaesluce,
and the global component decreases. The separated corhpanen
ages have some ringing artifacts, especially around threecoff the
v-groove. These artifacts are similar to those shown in Eitians
in Figure 14, and can be mitigated by using higher frequencie

9. DISCUSSION AND LIMITATIONS

In this paper, we proposed phasor imaging, a tool for ligigport
analysis in C-ToF imaging, which can inspire novel imagieght
nigues in the future. Using this framework, we studied thenft
poral) frequency dependence of light transport, and shatived
global transport vanishes at high modulation frequen&ased on
this observation, we present techniques for transporisioshape
recovery and for separation of direct and global compon&itze
the presented techniques require few images and have logeom
tational cost, we believe they can be incorporated intoréufioF
imaging systems. In the following, we discuss the limitatiof our
techniques.

Scope and limitations: Our techniques assume that the global
light transport is temporally continuous and smooth. Wttiis as-
sumption holds for a broad range of scenes, for scenes wgtit hi
frequency light transport such as mirror interre ectiotise pre-
sented techniques are prone to errors. For such scenes|laswe
discrete multi-path interference that happens at depttodtsu-
ities, shape recovery techniques that assume temporaltgesfight
transport are better suited [Godbaz et al. 2008; Dorringtoal.
2011; Kirmani et al. 2013].

Our direct-global separation technique can separate thetda-
diance from relatively low-frequency global radiance, byptiring
only three images. Techniques which can separate both low an
high frequency global transport [O'Toole et al. 2014], &bg cap-
turing more images, can be used for scenes with causticgaed s
ular interre ections. It may be possible to develop hybratise-
dependent algorithms (for both shape recovery and lighspart
analysis) where scene characteristics (low or high frequéight
transport) determine the reconstruction technique to led.ubhis
forms a promising direction of future work.

From a practical standpoint, for the proposed techniques to
achieve accurate results, the modulation frequenciesesthiby
the system should be higher than the global transport baitdf
the scene. The higher the modulation frequency, the langewinge
of scenes (in terms of geometric scale and material pr@sgrtin
which the proposed techniques are applicable. Althougrethee
sensors and lasers that can achieve GHz. frequencies, ihex-a
pensive and require large acquisition time [Kirmani et @02, Vel-
ten et al. 2013]. LEDs and PMDs are low cost sources and sensor
that can achieve high SNR in real time, but due to varioustprac

apex angle was computed by tting two planes to the recontgdishape,
and computing the angle between them. For frequencies thtgha 100
MHz., the reconstruction error is less thamillimeters and the apex angle
is within 2 degrees of the ground truth.

(a) Scene (b) Phase Maps

25
24
23

22 = ground truth

21 = Micro ToF

20

19

(c) Reconstructed depth map (d) Shape comparison

Fig. 18. Depth recovery for the " gurine-and-box' scene. (a) A scene
with smaller scale (sides of the v-groove are approximagglycentime-

ters each) than Figure 16. (b) Two phase maps for frequeriéBsand

108 MHz. (c) Depth map recovered using Micro ToF (in meters).Gdjn-

parison between the computed depth pro le along the hot@astan-line
(shown in (a)) and the ground-truth. Due to the smaller sohthe scene,
the depth estimates have higher relative errors as compated scene in
Figure 16, for the same frequencies.

cal considerations such as power requirement, currenteewre
limited to approximatelyl50 MHz. With these devices, our tech-
niques are restricted to large scale (room-size) scends refia-
tively smooth re ectance.

Future outlook on hardware devices:Fortunately, high frequency
LEDs have been actively researched with the goal of achgeviigh
bandwidth optical communication networks. Recently, savee-
search groups have demonstrated LEDs that can achieve anodul
tion frequencies of multiple GHz. [Akbulut et al. 2001; Chetral.
1999; Walter et al. 2009; Heinen et al. 1976; Wu et al. 201@h &

low power requirement. On the other hand, a new kind of PMD sen
sor based on MSM-technology (metal-semiconductor-métat)
recently been proposed that can potentially achievel0 GHz.
modulation frequencies [Buxbaum et al. 2002; Schwarte R004
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Direct Component

Global Component

=45 =60 =90

Fig. 19. Results of direct-global separation for the v-groove scerse
The direct and global components computed for the v-grookies modu-
lation frequency used wd24 MHz. As the apex angle increases (from left

to right), the global component decreases.

With these advances, it would be possible to apply the pexbos
techniques to a much larger class of scenes - scenes at eentim
ter/millimeter scale and comprising a broad range of reaece
properties. An additional motivation for achieving higtierquen-
cies is that the depth resolution achieved by ToF sensorsois p
portional to the frequency used [Lange 2000; Gokturk et@042.
Thus, higher frequencies can increase both the depth tesoand
accuracy of ToF based depth sensing systems.

Generalization of light sources:Although the analysis was per-
formed for a single point light source, the imaging framewpiro-
posed in the paper is applicable to extended light sourcesysa
of light sources with each source potentially having a défe
phase and amplitude, or spatially modulated sources féoqeing
spatio-temporal analysis of light transport [O'Toole et2014].

APPENDIX

A. NOTATION AND SYMBOLS

Symbol convention:Right-arrow accents on the top of letters (e.g.,
C) denote phasors. Boldface letters (eM., |, L, ) are used to
denote vectorslD arrays) and matrices. Lowercase hat-accented
letters denote the Fourier transform of corresponding rgase let-

ter (e.g.} is the Fourier transform of). Table | gives the list of
symbols used in the paper. Lettatsand g in superscript repre-
sent the direct and global (indirect) components, resgalgti of

the variable (e.gL ¢ andL9 denote the direct and global compo-
nents of the radiance). The letterin subscript denotes the value
of the variable corresponding to the modulation frequency

Operators: j:j is the modulus operator on complex numbers that
returns the magnitude of the numbggjj, is the Euclidean norm
operator on vectors.

B. SENSOR CORRELATION MEASUREMENT

Let the sensor's exposure function Reos(t ) (phasor repre-
sentationR = Re | ). Letthe incident radiance lhecos(t )

(phasor representatiol: = Le 1 ). The measured brightneBs
is a function of , and is given by the correlation between the ex-
posure function and incident radiance:

z

(R cos(t

Bi () )(Lcos(t ) dt

0
LR

- 2 )
where is the sensor integration time, and is assumed to be a inte-
gral multiple of the modulation perioé—.

DC component: If both the radiance and the exposure function
have a DC component as well, the measured brightness also has
DC component. Let the DC components of the exposure function
and the radiance bRpc andL pc , respectively. The DC compo-
nent of the measured brightness is given as:

cos( (33)

Z
Bpc = Roc Loc dt = L pc Rope (34)
0
The total brightness is the sumBf andBpc :
LR
B = L Rpc, + —— CO0Ss : 35
offset phase

amplitude

Thus, the measured brightneB$ ) is a sinusoid as a function
of , with three parameters - offset, amplitude and phase.

Ambient illumination: If the scene is illuminated by ambient light
in addition to the modulated light source, the measurechbmigss
has an ambient component as well. For most practical saenari
ambient illumination can be assumed to be temporally cohsta
and thus, can be treated similar to the DC component of theimod
lated light source. The ambient component of the measuigttbr
ness is given as:

z

BA = RDC LAdt: LARDC; (36)

0

whereL 4 is the radiance incident at the sensor pixel due to ambient
illumination. The total brightness is then given as:
LR
B( )=, (Loc +La)Rpc, + — cos( ): (37)
|——{z } |_{Z_}

offset amplitude

{z}

phase

The expression foB () is similar to that given in Eq. 35, with
an additional term in the offset due to ambient illuminatiSimce
ambient illumination only increases the DC component oftles-
sured brightness, its contribution can be removed by cagfian
additional imageBa = L aRpc under only ambient illumina-
tion, and subtracting it from the rest of the images.

C. ERROR ANALYSIS

If ! is less than the global transport bandlimij, the oscillating
term of the global radiand®; (p) may not be zero. This will result
in errors in phase recovery (for depth estimation) and thgézbal
separation. In the following, we derive the expressionlfererrors.
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Table I. Symbols table

Symbol Description
| source radiant intensity
m source modulation function
L radiance
R sensor exposure function
B pixel brightness
sensor integration time
light transport coef cient
M light transport matrix
Ld direct component of radiance
LY global (indirect) component of radiance
distance, length of light paths
! temporal frequency
temporal modulation phase
p pixel coordinate
X 3D location in space
direction
t ime
i b 1
c speed of light
b BRDF

scattering extinction coef cient

If G| (pr? 6 0, the total radiance is given as:
L(p)= (D(p)+ G(p)) loc; Di(p)+ Gi(p) N

! 1 (38)

q

D2+ G} 2+2DG! cos(
q

G)s

D2+ G| ?2+2DG! cos( 6):

(41)

6=D+0G (42)

The estimation errorsp and ¢ for direct and global compo-
nents, respective(;y, are given by:

p =D
q

D2+ Gj ?+2DG] cos( G);

D2+ G} 2+2DG! cos( c) D:

(43)

¢ = (44)

As! increases, the magnitude of the global radia@¢e! O,
andthus, ; p; ¢! O.
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